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Abstract

The cerebellum displays various sorts of rhythmic activities covering both low- and high-frequency oscillations. These cerebellar
high-frequency oscillations were observed in the cerebellar cortex. Here, we hypothesised that not only is the cerebellar cortex a
generator of high-frequency oscillations but also that the deep cerebellar nuclei may also play a similar role. Thus, we analysed
local field potentials and single-unit activities in the deep cerebellar nuclei before, during and after electric stimulation in the infe-
rior olive of awake mice. A high-frequency oscillation of 350 Hz triggered by the stimulation of the inferior olive, within the beta-
gamma range, was observed in the deep cerebellar nuclei. The amplitude and frequency of the oscillation were independent of
the frequency of stimulation. This oscillation emerged during the period of stimulation and persisted after the end of the stimula-
tion. The oscillation coincided with the inhibition of deep cerebellar neurons. As the inhibition of the deep cerebellar nuclei is
related to inhibitory inputs from Purkinje cells, we speculate that the oscillation represents the unmasking of the synchronous acti-
vation of another subtype of deep cerebellar neuronal subtype, devoid of GABA receptors and under the direct control of the
climbing fibres from the inferior olive. Still, the mechanism sustaining this oscillation remains to be deciphered. Our study sheds
new light on the role of the olivo-cerebellar loop as the final output control of the intercerebellar circuitry.

Introduction

The cerebellum integrates massive sensory inputs from many
regions of the brain and spinal cord. This information is used by the
cerebellum to coordinate ongoing movements and to coordinate
motor learning (Raymond et al., 1996). The cerebellum predicts and
controls behavioural outputs through spike trains of information at
the millisecond resolution (Heck et al., 2013; Chaisanguanthum
et al., 2014) or even over prolonged time windows (Heck et al.,
2013; Chaisanguanthum et al., 2014; Popa et al., 2017). The impli-
cation of this cerebellar performance in the control and prediction of
behaviour has been recognised outside of the sensorimotor field,
entering all domains of cognition (Sokolov et al., 2017).
It is well established that, like in other brain areas, neurons in the

cerebellum communicate by varying their firing rate but also by dis-
charging at different rhythms (Molinari et al., 2007). The ability to
discharge at different rhythms allows them to carry additional

information in a more efficient fashion than the average firing rate
as it takes the exact spike timing into account (Jirenhed et al.,
2017). The cerebellum displays various sorts of rhythmic activities
covering both low-frequency (Courtemanche et al., 2002, 2013;
Courtemanche & Lamarre, 2005; D’Angelo et al., 2009; Dugu�e
et al., 2009; Robinson et al., 2017) and high-frequency oscillations
(HFO) (Cheron et al., 2004, 2014; Servais et al., 2005; de Solages
et al., 2008).
One of the major features of this part of the brain is represented

by the closed-loop circuit formed by (i) the Purkinje cells (PC) of
the cerebellar cortex, (ii) the deep cerebellar nuclei (DCN) and (iii)
the inferior olive (IO) (Hendelman & Marshall, 1980). Each of these
neuronal populations is able to fire rhythmically independently from
the respective synaptic inputs (Raman et al., 2000; Swensen &
Bean, 2003; Masoli et al., 2015; Buchin et al., 2016). Specifically,
the IO is characterised by subthreshold oscillations (5–10 Hz) sus-
tained by electrical coupling (Llinas et al., 1974; Long et al., 2002;
Leznik & Llin�as, 2005).
Axons from the PC produce a strong inhibitory input for different

types of DCN neurons (Uusisaari et al., 2007; Uusisaari & Kn€opfel,
2008) (Fig. 1). Among these, the GABAergic (GAD67-positive,
GAD+IO) neurons are crucial for closing the functional loop
between the cerebellar cortex, the DCN and the IO (Ruigrok &
Teune, 2014) and control the IO subthreshold oscillations (Lefler
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et al., 2014; Mathy et al., 2014). The output of the IO is formed by
climbing fibres (CF) that subsequently activate the DCN (by CF col-
laterals) and the cerebellar cortex (by CF terminals) (Fig. 1).
The activation of the CF produces a distinctive electrophysiologi-

cal fingerprint on the PC called complex spike (CS) (Eccles et al.,
1966; Llin�as & Sugimori, 1980a,b). This IO input to the PC is an
important cue for the function of the cerebellar cortex, conveying
both timing information and triggering synaptic plasticity (Gilbert &
Thach, 1977; Hansel et al., 2001; Ito, 2001). It is now well estab-
lished that the olivo-cerebellar system is involved in the control of
ongoing motor commands (Welsh et al., 1995; Llin�as, 2011, 2013;
Schweighofer et al., 2013; Chen et al., 2016; Streng et al., 2017;
White & Sillitoe, 2017).
At the circuitry level, due to the massive convergence of PC

axons towards the DCN neurons [roughly 200.000 PC (Woodruff-
Pak, 2006) towards approximately 30.000 DCN neurons (Sultan
et al., 2002)], the oscillatory state of the cerebellar cortex can spread
strongly towards DCN neurons. From there, the oscillation can be
transmitted to the IO, and, sequentially, the signal output of the CF

collaterals controls the GABAergic neurons of the DCN (De Zeeuw
et al., 1997). Indeed, the rhythmic imprint of the IO influences not
only the cerebellar cortex but also the DCN complex (directly by
the excitatory CF collaterals and indirectly by the inhibitory PC
axons). Still, the impact of IO’s activation on the DCN is not well
characterised but might be one of the multiple ways by which the
olivo-cerebellar activity exerts strong influence on the cerebellar
function.
This reasoning can be sustained by two observations from our

group: (i) knockout mice for calcium-binding proteins presented a
CS phase-locked to a 160 Hz local field potential (LFP) oscilla-
tion generated by a set of synchronous PCs (Cheron et al., 2004;
Servais et al., 2005), and (ii) knockout mice for BK channels
presented a CS phase-locked to a beta oscillation (Cheron et al.,
2009). These observations indicate that the different types of cere-
bellar oscillations from beta to high-frequency output generated in
the PCs are transmitted via the DCN to the IO and not restricted
only to the cerebellar cortex. More recently, the HFO were also
described in wild-type animals, though with a weaker oscillation
power (de Solages et al., 2008; Groth & Sahin, 2015).
Here, we address the question of how the DCN responds to rhyth-

mic activity and whether it can be per se a generator of HFO. For
this purpose, we analysed the LFP and the single-unit activities in
the DCN before, during and after the IO stimulations in awake mice.
We showed for the first time the appearance of a 350 Hz oscillation
in the DCN triggered by IO stimulation.

Materials and methods

Mice

C57Bl6 mice (n = 5), 5–8 months of age, obtained from an autho-
rised supplier (Charles River Laboratories, Wilmington, MA, USA),
were used as experimental animals. All mice were housed up to four
mice per cage in an animal room at 22 °C under a 12-h light/dark
cycle (light on at 7 a.m.) with ad libitum access to food and water.
All animal procedures were approved by the University of Mons
Ethics Committee and conducted in conformity with the European
Union directive 2010/63/EU. During the 24-h postoperative period,
warmth and free access to high-energy liquid were provided. Every
effort was made to minimise the number of animals and their dis-
comfort.

Surgical preparation

The mice were anaesthetised with xylido-dihydrothiazin (10 mg/
kg, Rompun©; Bayer, Leverkusen, Germany) and ketamine
(100 mg/kg, Ketalar©; Pfizer, New York, NY, USA). The animals
were administered an additional dose of xylido-dihydrothiazin
(3 mg/kg) and ketamine (30 mg/kg) when agitation or marked
increases in respiration or heart rate during the procedure were
noted. In addition, local anaesthesia [0.5 ml of 20 mg/ml lidocaine
and adrenaline (1 : 80 000, Xylocaine©; Astra Zeneca, Cambridge,
UK)] was administered subcutaneously during the soft tissue
removal. During surgery, two small bolts were cemented perpen-
dicular to the skull to immobilise the head during the recording
sessions, and a silver reference electrode was placed on the
surface of the parietal cortex. To allow access to the DCN, the
surface of the cerebellum was exposed, and an acrylic recording
chamber was constructed around a posterior craniotomy
(2 9 2 mm) and covered with a thin layer of bone wax
(Ethicon©; Johnson & Johnson).

Fig. 1. Scheme of the olivo-cerebellar loop. Schematic drawing of the main
pathways and different neuronal units inside the DCN, which may hypotheti-
cally participate in the emergence of the 350 Hz oscillation when the inferior
olive (IO) is electrically stimulated with a stimulation train ranging from 12
to 100 Hz. The climbing fibres (CF) and their collaterals (CFC) are repre-
sented in red. For simplicity, only the Purkinje cell (PC) and its inhibitory
projections to the DCN are illustrated in the cerebellar cortex. The neuronal
types described in the DCN are based on the definition used by Uusisaari &
Kn€opfel (2011). Based on GAD67 and GlyT2 promoter activity, these
authors have identified four types of neurons in the mouse lateral DCN –
namely, (A) the large non-GABAergic (GADnl) neurons mediating nuclear
output to premotor nuclei (PMN), (B) the small neurons (GADnS) presenting
local synaptic terminations, (C) the nonspontaneously active glycinergic neu-
rons (Gly-I) mediating nuclear output to the cerebellar cortex and (D) the
GABAergic neurons with local connections (GAD+) and a special subtype of
this neuron category projecting to the IO (GAD+IO). The synapses schema-
tised in black and white represent inhibitory and excitatory elements, respec-
tively.
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In addition, bipolar silver stimulating electrodes were vertically
implanted in the IO: 7.2 mm posterior, 0.25 mm lateral and 4.5 mm
deep, from the Bregma, following the method developed by Gruart
et al. (1994). Electrodes were aimed at the centre of the mentioned
structures and inserted contralaterally from the site of DCN record-
ing following the stereotaxic coordinates from the atlas of Paxinos
and Franklin (1997).

Electrical stimulation of the inferior olive

The IO was electrically stimulated at different frequencies (1, 12,
30, 50 and 100 Hz) with a total duration of 1 s, when a single DCN
neuron was stably recorded. The electrical stimulation unit consisted
of an initial single negative square pulse of 0.2 ms followed by a
positive square pulse of 0.1 ms in duration and of 2 mA current
intensity, delivered by an isolation unit (IsoFlex, AMPI, Israel) con-
nected to an analogue pulse generator (Master 8, AMPI, Israel). The
amplitude of the current was adjusted to avoid overt movements and
animal discomfort.

Histological identification of the recording and stimulating sites

At the end of the experiment, electrolytic marks were placed in
the DCN with quartz–platinum/tungsten microelectrodes (1 mA for
10 s). Then, the animals were deeply anaesthetised with sodium
pentobarbital (50 mg/kg, i.p.) and transcardially perfused with sal-
ine and phosphate-buffered formalin. To control the correct posi-
tioning of the stimulating and recording electrodes, serial 50-lm-
thick sections of the brainstem and cerebellum mounted on glass
slides and stained with Cresyl Violet were produced. Only the
recordings performed specifically in the interpositus nucleus (DCN
nucleus) and the stimulating site located in the IO were used in
our study.

Single-unit and multiple-unit recordings in alert mice

Twenty-four hours after anaesthesia, the alert mice were restrained for
the recording session. The dura mater was removed over the cerebel-
lum to expose the tissue in the recording chamber. Using stereotaxic
coordinates and the shape of recordings, the correct position of the
electrodes was achieved. To avoid unnecessary stress for the animals
and movement artefacts, the recording sessions were performed in a
quiet room, when the animals were awake and calm. The alertness
level was controlled by whisker activity during the recording session.
We used quartz–platinum/tungsten microelectrodes (1.2–3 MΩ) in a
seven-channel Eckhorn microdrive (Thomas Recordings©, Giessen,
Germany). All measures of impedance were made with a 1 kHz sinu-
soidal current and checked throughout the recording session. In this
study, the explorations were made with a microelectrode (outer and
shaft diameters of 80 and 25 lm, respectively). The microelectrode
was mounted onto a stretched elastic rubber tube to enable proper
positioning via DC micromotors (resolution of 0.27 lm).

Data analysis and statistical methods

Neural activity signal recordings were filtered at 100 Hz high pass
and 10 kHz low pass. LFP and unitary electrical activities were
stored digitally on a computer after conversion with an analog–
digital converter (Power 1401; CED©, Cambridge, UK). The
recorded data were digitised continuously at 20 kHz. Offline analy-
sis and illustrations were performed with Spike 2 CED software
(CED©).

Fast Fourier transform (FFT) analyses were performed during the
different intervals between every successive pulse along the trains of
stimulation, before the stimulations and during the inhibition periods
of the DCN neuron firing (930.7 � 412.6 ms). Hanning windows
size ranged from 512 points (in 256 bins, resolution of 39.06 Hz) to
2048 points (in 1024 bins, resolution of 9.7 Hz) depending on the
available time periods.
Parametric data, provided by the Kolmogorov–Smirnov test, were

analysed using a Student0s t-test, one-way and two-way ANOVA tests
and Bonferroni’s or Dunnett0s post hoc tests when appropriate. For
nonparametric data, the Wilcoxon matched pairs test or the
Kruskal–Wallis test was also used for multiple comparisons. Differ-
ences were considered significant when P < 0.05. The results are
expressed as mean � standard deviation or standard error of mean
when applicable.

Results

350 Hz oscillation in the DCN evoked by IO stimulation

Inferior olive stimulations were applied during the stable recording
of 48 DCN neurons. Among these neurons, 15 were not responding
to the IO stimulation, while in the 33 remaining neurons, a total of
47 stimulation trains (out of 85), fixed at 12, 30, 50 or 100 Hz in
the IO, evoked a high-frequency LFP oscillation peaking at
354.0 � 60.9 Hz (ranging from 214.0 to 513.0 Hz). The length of
each train of stimulation was fixed at 1 s for every applied fre-
quency.
High-frequency oscillations did not occur spontaneously but only

when frequencies above 12 Hz were evoked by the stimulation of
the IO. When 1 Hz stimulation was applied, no HFO were
observed. Only trains of stimuli fixed at 12 Hz or higher frequencies
(30, 50, 100 Hz) were able to induce this phenomenon.

IO stimulations induced two simultaneous effects: a well-
known inhibition period and an HFO

Figure 2 illustrates the presence of this LFP oscillation at the end of
the stimulation train (30 Hz). The firing of DCN neurons was com-
pletely inhibited by the stimulation of the IO (Fig. 2A) during a
mean inhibition period of 930.7 � 412.6 ms (ranging from 320.0 to
2004.0 ms) (n = 47 stimulations). The HFO (Fig. 2B–C) largely
occurred during this inhibition period and progressively ended when
the inhibition period of the DCN neurons was finished. In addition,
small positive spikes were in some cases present on top of the LFP
oscillation (Fig. 2E) and also disappeared after the inhibition period.
Figure 3A highlights the difference between the recording trace in

the absence (upper trace) and in the presence of this 350 Hz oscilla-
tion (lower trace). The frequency (Fig. 3B) and the power (Fig. 3C)
of the HFO did not significantly depend on the stimulation fre-
quency used (12, 30, 50 and 100 Hz), (F3,43 = 2.74, P = 0.055; and
F3,43 = 2.58, P = 0.0657, respectively, one-way ANOVA), indicating
that this type of oscillation was not related to artificial resonance
linked to the stimulation current.

The 350 Hz oscillation emerged progressively during the
stimulation

To better understand the nature of this oscillation, we analysed its
initiation during the stimulation period (Fig. 4). FFT analyses were
performed during the different intervals between every successive
pulse along the train of stimulation (# epochs). Figure 4(A–D)
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illustrates an example of the FFT analysis during the 30 Hz stimula-
tion from the stimuli #1 to #30 of the train. We observed a progres-
sive appearance of the 350 Hz oscillation during the stimulation
period with some early tentative (e.g. #2 and #5, Fig. 4D) and
weakness (e.g. #3, #4, Fig. 4D) before a clear emergence around the
middle of the stimulation train (e.g. after #16, Fig. 4C). The his-
tograms shown in Fig. 4C–D are based on the signal illustrated in
Fig. 4A–B. We systematically observed the persistence of the oscil-
lation after the end of the stimulation (Fig. 2D). To precisely anal-
yse the beginning of the oscillatory content, we applied four
successive trains of stimulation (30 Hz) during the recording of one
DCN neuron (the corresponding raw signal during the second stimu-
lation train is illustrated in Fig. 4F). We then compared the mean
(n = 4) maximal FFT power between 300 and 400 Hz for each of
the 29 epochs with the mean (n = 4) 300–400 Hz maximal FFT
power before the stimulation. Some values along the stimulation
were significantly different from the power of the oscillation before
the stimulation (Kruskal–Wallis test, multiple comparison,
P = 0.0318, see Fig. 4E for a more detailed view of the multiple
comparison test). FFT values (means of the maximum power
between 300 and 400 Hz) showed that the 350 Hz emerged progres-
sively along the train (Fig. 4E). These results demonstrated that this
oscillation appears during the stimulation period and is consequently
not induced by the arrest of the stimulation train. We might consider
that this oscillation is not a posteffect.

Impact of the stimulation trains on the evoked diphasic field

As the single pulse stimulation applied in the IO evoked a diphasic
field (negative–positive) (Fig. 5A) of stable amplitude appearing at a
mean latency of 3.2 � 0.5 ms in the DCN after the stimulation, we
have analysed the effect of the stimulation train (and its frequency)
on the diphasic field. Figure 5A shows an example of a diphasic
field potentiation during the 100 Hz stimulation. Trains of stimula-
tion fixed at 50 and 100 Hz induced an immediate potentiation of
the field (appearing at the #2 stimulation), reaching, respectively,
226 and 342% of their initial amplitudes (Fig. 5B). These significant
increases (two-way ANOVA [interaction factor: P < 0.0001, repetition
factor: P < 0.0001] with Dunnett’s multiple comparisons, respec-
tively, P < 0.001 and P < 0.0001) were maintained during the train.
A significant increase is observed for the 30 Hz stimulation after the
sixth stimulation (#6) (two-way ANOVA, Dunnett’s multiple compar-
isons test, P < 0.05) but was not maintained. No potentiations of
the diphasic field were observed during a 12 Hz train of stimulation
(Fig. 5B).

Beta-gamma stimulations induced an inhibition-rebound
pattern in the DCN

The way DCN neurons fire in response to a single pulse stimulation
applied in the IO (at 1 Hz frequency) was analysed on 48 neurons.
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Fig. 2. Emergence of a high-frequency LFP oscillation after a 30 Hz IO stimulation. (A) Scheme of the recording and stimulating electrodes’ locations. (B)
Typical extracellular recording of a DCN neuron before and after the application of a train of electrical stimuli given at 30 Hz (white rectangle) in the IO. Note
the inhibition period during which a high-frequency oscillation occurred. (C) Expanded view of the LFP oscillation. (D) FFT histogram (from 0 to 2.000 Hz
with FFT size of 2048 points [Hanning window] and resolution of 9.76 Hz) of the LFP oscillation peaking at 332 Hz. (E) A further magnification of the LFP
oscillation demonstrates the presence of a small positive spike at the top of the oscillation. IP: interpositus nucleus, FN: fastigial nucleus, IO: inferior olive.
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The mean firing rate at the baseline was 37.4 � 18.0 Hz (ranging
from 11.0 to 83.0 Hz, n = 48). Among these 48 recordings, only 33
were responsive to the IO stimulation. Figure 6A illustrates a repre-
sentative DCN neuron. The first group of spikes (one to five spikes)
was evoked at a latency of 6.1 � 2.2 ms (ranging from 3.4 to
14 ms and recorded in 33 neurons) (first white triangle, Fig. 6A)
followed by a second group at a latency of 19.9 � 8.7 ms,
(recorded in 22 neurons) (second white triangle, Fig. 6A) followed
by a longer inhibition at a midlatency of 60.3 � 17.2 ms (recorded
in 29 neurons) (black triangle, Fig. 6A). This inhibition was fol-
lowed by a rebound at about 100 ms, (recorded in 29 neurons, third
white triangle, Fig. 6A).
Inversely, all the other tested frequencies (12, 30, 50 and 100 Hz)

of trains of stimulation were followed by a firing rate sequence of
inhibition followed by a rebound; no early evoked ‘spiking’ period
was recorded. Figure 6B–C illustrates this effect on one representa-
tive DCN neuron after a 30 Hz stimulation. Ten stimulations applied

on the same DCN neuron are pooled together in the Fig. 6C. Before
this 30 Hz stimulation, the mean firing rate was 17.25 � 1.23 Hz
and 32.60 � 20.36 after the inhibition period (rebound) (n = 10
stimulations, Wilcoxon matched pairs test, P = 0.0020).

Discussion

We demonstrated the emergence of a HFO at 350 Hz in the DCN
when trains of electric stimulation were applied to the IO. This
oscillation emerged during the train of stimulation and continued
after the end of the stimulation. In some cases, positive spikes also
emerged on top of the LFP oscillation, suggesting a neuronal origin
for this HFO. As the oscillation coincides temporally with the inhi-
bition of DCN neurons that were previously active, we speculate
that it represents the unmasking of the synchronous activation of a
subtype of DCN neurons under the direct control of the CF collater-
als from the IO that are not targeted by the PC.

Other HFO already described

High-frequency oscillations (200–600 Hz, fast ripples) have been
described during whisker and thalamic stimulation in the (normal)
barrel cortex of rats (Kandel & Buzs�aki, 1997; Jones & Barth,
1999; Jones et al., 2000). It is interesting to note that the FFT peak
of the HFO evoked by whisker stimulation in awake rats reported
previously (Jones & Barth, 1999) coincides perfectly with this
newly observed 350 Hz HFO. These cortical HFO could play an
important role in the processing of cortical information in the
somatosensory cortex (Jones et al., 2000; Barth, 2003). At present,
we still do not completely understand the mechanisms underlying
these HFO. Interneurons were initially seen as a potential source of
this HFO, but the injections of GABAA antagonists were not able to
suppress it (Jones & Barth, 2002), leaving three possible explana-
tions: (i) the contribution of another type of inhibitory interneurons;
(ii) the intervention of electrically coupled neurons by axonal gap
junctions as reported in the hippocampus (Traub & Bibbig, 2000;
Traub et al., 2012), cerebral (Traub et al., 2011; Simon et al.,
2014) and cerebellar cortex (Cheron et al., 2004; Traub et al., 2008)
(note that gap junctions are present in the DCN [Van Der Giessen
et al., 2006; ]); and (iii) the presence of more complex mechanisms,
including somatic inhibition and dendritic excitation (English et al.,
2014). Similar to our present data, these cortical HFO were followed
by spike suppression and noticeable after hyperpolarisation. HFO
were also identified by FFT analyses of somatosensory evoked
potentials in humans (Curio et al., 1994; Waterstraat et al., 2016).

Single stimulation of the IO evoked the classical response of
excitation–inhibition and rebound

Although the DCN neurons are heterogeneous (Uusisaari &
Kn€opfel, 2011), the range and the mean of the baseline firing of
the present DCN neurons fitted well with those reported in alert
preparation from different species (Thach, 1968; Armstrong &
Rawson, 1979; Gruart & Delgado-Garc�ıa, 1994). The present
DCN neuron firing recorded in awake mice in response to single
pulses applied in the IO stimulation resembles that recorded in
anaesthetised rats by Hoebeek et al. (2010). The sequence was
characterised by an initial excitatory response corresponding to the
input of the CF collaterals followed by inhibition and rebound.
This early evoked response (3.4 ms) fits well with that reported
after optogenetic stimulation in vitro (3.3 ms) (Najac & Raman,
2017). Nevertheless, here we observed a stronger excitatory
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response with two successive excitations before the occurrence of
the inhibition and a late rebound. As the same current intensity
(about 0.2 mA) was used in the two studies, we think that the
difference in intensity could be due to the presence of ketamine
in the rat preparation. Considering the crucial role played by the
N-methyl-D-aspartate (NMDA) receptors in DCN neurons (Pugh &
Raman, 2006), their blockade by ketamine (Anis et al., 1983) may
explain the weaker excitation induced by the IO stimulation in
this latter preparation.

The nature of the diphasic field potential evoked by IO
stimulation

It is noteworthy that, similar to the report of Hoebeek et al. (2010),
we never observed the antidromic activation of DCN neurons after
IO stimulation. Nevertheless, a diphasic field potential was observed,
resembling that reported by Gruart et al. (1994). The early negative
part of this field is probably a readout of the antidromic stimulation
of the DCN neurons projecting to the IO. Indeed, Llin�as &
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M€uhlethaler (1988) and Gruart et al. (1994) interpreted the higher
negativity of this field potential as a consequence of the synaptic
excitation of the DCN neurons by the CF collaterals. The interpreta-
tion of the delayed positivity being a form of synaptic inhibition
from the PC is not applicable as its latency (4.5 ms) is too short to
propagate via the cerebellar cortex.

DCN excitation–inhibition–rebound, the diphasic field potential
potentiation and the appearance of the 350 Hz HFO

Although the excitation–inhibition sequence was reported in the pre-
sent study, when a single stimulus was applied at the IO, the excitation
phase was not observed at the end of the application of repeated stim-
uli (trains of 12–100 Hz). At the end of the train of stimulation, only
the inhibition of the ongoing firing of the DCN neurons and the arrival
of the 350 Hz oscillation occurred before the resurgence of the DCN
firing and the subsequent rebound. The absence of this early spiking
phase could be explained by the accumulation of the PC inhibitory
effect along the stimulation period. It is probable that the inhibitory
input of the synchronised PC overrides the general state of the DCN
(Lu et al., 2016), taking into account the prevalence of the PC
synapses in the DCN (De Zeeuw & Berrebi, 1995).
The inhibition phase of the DCN firing contrasted with the poten-

tiation of the diphasic field potential. Spatial and temporal synaptic
plasticity might explain the huge amplification of this diphasic field
potential. The amplification of this diphasic field has been previ-
ously reported by Gruart et al. (1994) during the repetitive stimula-
tion of the IO and the conditioning stimulation of the pontine

nucleus. The same authors also mentioned that this field might be
greatly potentiated by different sensory inputs. As this field potentia-
tion was in the present study followed by the emergence of the
350 Hz oscillation, it might reflect a new multisensory integrating
function reinforcing the potential influence of the CF collateral input
on the DCN.

Selectivity of the stimulation

In comparison with what could be achieved with chemo- and opto-
genetic stimulations, we need to consider the possible lack of selec-
tivity of the electrical stimulation. Indeed, the electrical stimulation
might have activated neurons other than IO neurons and their CFs.
In particular, mossy fibres could be partially involved in the reported
DCN firing pattern. However, a strong recruitment of CF and not of
mossy fibres was easily achieved probably thanks to the configura-
tion of the IO (packed IO neurons and bundle of CF contrasting
with a dispersed organisation of the mossy fibres). The fact that
small single pulses (stimulation currents < 0.2 mA) were able to
evoke CS at a latency of 10 to 20 ms without any change in the fir-
ing of the simple spike of the recorded PC is another argument in
favour of a limited influence of mossy fibres’ excitation by the IO
stimulation.

Physiological relevance of the 350 Hz oscillation

The physiological relevance of the present findings must be ques-
tioned considering the electrophysiological approach used for the
induction of the 350 Hz oscillation in the DCN. Indeed, it is com-
monly admitted that the IO output carried by the CF is about 0.4 to
1.5 Hz in resting mode (Cheron et al., 2004; De Gruijl et al.,
2014), 3–5 Hz during behavioural learning (Gilbert & Thach, 1977;
M�arquez-Ruiz & Cheron, 2012) and 9–12 Hz when the IO is
actively hyperpolarised (Llin�as & Yarom, 1986). In contrast, the fre-
quencies of electrical stimulations used in the present study were
different from the commonly reported ranges. However, recent evi-
dence tempers the possibility that the present findings would not be
physiologically relevant. Indeed, Najac & Raman (2017) demon-
strated that a DCN EPSC registered after IO stimulation is formed
by multiple wavelets that could be the result of CF axon bursting
and multiple CF collaterals. The fact that it is possible to enhance
associative short-term plasticity (the synaptically evoked suppression
of excitatory PF-PC synapses, see Brenowitz and Regehr, 2005)
using a short burst stimulation of CF at 400 Hz (Mathy et al.,
2009) could be seen as an argument in favour of a physiological
plausibility of the beta-gamma stimulation rate. Moreover, the fact
the DCN neuron firing rate increased from a baseline of 56 Hz to
269 Hz after optogenetic stimulation of the IO in vitro is in favour
of the physiological significance of the 350 Hz oscillation, which
can be supported by such increase in the DCN neurons firing rate
(Najac & Raman, 2017).
Nevertheless, the duration of the stimulation (1 s) at these high

frequencies may be questioned. Indeed, a 1-s neuronal activity at
these high frequencies has never been found in a physiological con-
text. This leaves open whether the finding is physiologically rele-
vant.
It should also be mentioned that, even if we stimulated at rela-

tively high frequencies, the IO output might occur at other rate
ranges. It is still possible that the stimulations recruit inhibitory cells
inside of the IO or inhibitory axonal terminations (e.g. from the
DCN) that could temper the output rhythm. The present approach
needs to be further confirmed with direct recordings into the IO
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Fig. 5. Potentiation of the diphasic field potentials. (A) Diphasic field poten-
tials evoked by the IO stimulation train and recorded in the DCN. The first
four stimulations of a 100 Hz stimulation train are illustrated. Black vertical
arrows point to the single IO stimulation artefact. (B) Evolution of the dipha-
sic field amplitude (peak-to-peak) (� SEM) from the 1st to the 17th stimuli
in the 30, 50 and 100 Hz frequencies of the IO stimulation train and from
the 1st to the 12th for the 12 Hz stimulation.
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during beta-gamma stimulation in order to characterise its real effect
on the DCN input.

The possible mechanisms of the 350 Hz oscillation

Here, we observed an apparent paradox: two opposite electrophysio-
logical events evoked by the electrical stimulation of the IO at the
same time (the inhibition of neuronal firing of the ongoing DCN

firing and the emergence of a 350 Hz HFO). The inhibitory
response is currently explained by the PC inhibitory input to the
DCN. Thus, elucidating the emergence of the 350 Hz HFO that hap-
pened concomitantly with a global inhibition phase is challenging.
As it was reported that this synaptic inhibition is equally transmitted
to all DCN neurons and that fast DCN oscillation has not yet been
spontaneously recorded, the repeated excitation provided by the con-
vergence of the CF collaterals must play a trigger role for the
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Fig. 6. Firing pattern of DCN neurons evoked by single and train stimulations of the IO. (A) Firing activity of a representative DCN neuron before and after
single stimulations (1 Hz) of the IO. Raster (upper part) and firing histogram highlighting early excitatory responses (first white triangle) at approximately 6 ms
and 20 ms (second white triangle) followed by an inhibition period (black triangle) centred to approximately 60 ms. (B) Recording of a DCN neuron before
and after a train of IO stimulation (30 Hz). Note the presence of firing rate inhibition during the high LFP oscillation followed by a rebound in the firing. (C)
Histogram of the mean firing rate of the same DCN neuron as in B before and during trains of stimulation (n = 10 30 Hz stimulations). IO stimulation corre-
sponds to the stimulation artefact.
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initiation of the oscillation. The tetanic stimulation of the PC axons
is able to produce long-term depression in the DCN neuron (Sastry
et al., 1997), which may facilitate the emergence of the 350 Hz
oscillation.
Deep cerebellar nucleus interneurons might contribute to the

emergence of the 350 Hz. In fact, the repeated excitatory inputs
from the CF collaterals could activate the DCN interneuron pool.
However, the importance of the interneuronal pool of the DCN
seems to be minimal and represent only 15% of the GABAergic
innervation in the mouse DCN (Houser et al., 1984; Wassef et al.,
1986). The fact that the vast majority of DCN neurons [95% in cats
(McCrea et al., 1978)] project outside of the DCN does not preclude
the possible participation of these small inhibitory neurons to the
350 Hz oscillation. After all, this 350 Hz oscillation could be sup-
ported by a special class of DCN neurons, expressing a rather low
level of GABA receptors, and thus less impacted by the inhibition
of the PC. DCN glycinergic interneurons seem to express a rather
low level of GABA receptors (Husson et al., 2014). These neurons
represent 5% of the inhibitory input to principal DCN neurons and
produce fast IPSCs, which could be able to support fast LFP oscilla-
tion. A local DCN network might be involved and could implicate
gap junctions. Conversely, a long loop connecting the IO, the DCN,
the PC and the IO or even a shorter DCN–IO–DCN loop cannot be
involved considering the time spent in the conduction of the signal
around the loop (at least 10 ms for the shorter loop), which is
incompatible with the HFO rate of oscillation.
In conclusion, we observed in the present study a new oscillation

in the olivo-cerebellar loop, shedding light on a new rhythmic con-
trol of the output signal of the cerebellum. The mechanisms underly-
ing the emergence of the 350 Hz oscillation during this particular
state of DCN inhibition remain largely undetermined at this stage
and should be studied with more sophisticated approaches in awake
animal preparations. The first step would be to demonstrate the same
observation using intracellular or patch-clamp recordings with opto-
genetic stimulations in awake animals.
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